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Abstract—Every human has a specific Aura. Every organism 

in the human body emits energy comprising of Ultra Violet 

radiation, thermal radiation, and electromagnetic radiation. 

These energy levels help to underline the physical health inside 

the human body. In general, these energy levels are called Aura. 

In order to capture the energy levels, specific cameras like 

Kirlian are used. These cameras try to capture the energy 

distribution and map them to the individual organs of the human 

body. In this article, we present a methodology using Image 

processing techniques, where Bivariate Gaussian Mixture Model 

(BGMM) is considered as a classifier to identify the diseases in 

humans based on the energy distribution. In this article, we have 

considered five different categories of diseased organs that are 

identified based on the energy distribution. The preprocessing is 

subjected to the morphological technique and Particle Swarm 

Optimization (PSO) algorithm is considered for feature 

extraction. The segmentation process is carried out using the 

feature extracted and training is carried out using the BGMM 

classifier. The result obtained is summarized using various other 

methods like Support Vector Machine (SVM), Artificial Neural 

Network (ANN), and Multiclass SVM (MSVM). The results 

showcase that the proposed methodology exhibits recognition 

accuracy at 90%. 
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I. INTRODUCTION 

Image processing is the primary step in image analysis. It 
helps to both process the image, and enhance the image and 
also helps in the effective recognition of deformities inside the 
image regions based on the feature extraction techniques [1]. In 
image processing the primary objective is to process the input 
image so that effective recognition can be achieved [2]. Among 
the various application of image processing recently much 
emphasis is subjected to the area of medical imaging. In 
medical imaging the acquired medical images are processed, 
enhanced and the features are extracted for the effective 
identification of the disease [3, 4]. Of late, many article have 
been proposed for effective identification of image deformities 
based on the medical images as inputs. Some of the techniques 
in this area of research include; methodologies based on non-
parametric technique such as pixel-based techniques, region-
based techniques, shape based, texture-based techniques etc. [5, 
6, 7, 8]. The research is also extended further by developing 
parametric models for better classification and identification of 
medical diseases using methodologies like GMM, Hidden 
Markovian Models, Markovian Random fields etc. [9, 10, 11, 
12]. It is also presented in the literature that parametric model-

based approach is more adaptive compared to the non-
parametric model [13, 14, 15, 16]. The latest advancement in 
the area of computer communication technologies led towards 
the development of machine learning technique and thereby 
literature has been driven in this direction of research, using 
machine learning technique such as Convolution Neural 
Network (CNN), Artificial Neural Network (ANN), Bayesian 
belief network etc. [17, 18, 19, 20]. However, in spite of the 
numerous works presented by the authors, effective 
identification and diagnosis is only subjected after the 
acquisition of medical scans and by then the disease might 
have entered the human anatomy. However very little work is 
reported in the literature to estimate the deformities inside the 
human body well before the disease is noticed. 

This article attempts in this area of research where the Aura 
images are considered and using the Aura images as the input, 
prior detection of the disease can be identified even before the 
development of the disease. For this purpose, we have 
considered the database of Aura images, namely; Bio-Well 
data set consisting of Aura images. In this article we have tried 
to highlight the diseases like nervous system, thorax, thyroid, 
abdomen disease and throat diseases. The article is further 
presented in the following sections, where Section II deals with 
the brief introduction to Aura images, Section III deals with 
dataset considered. Feature extraction based on the PSO is 
highlighted in Section IV of the article. Section V deals with 
classification technique based on BGMM and methodology is 
highlighted in the corresponding Section VI. The results 
derived are compared with the existing algorithm and are 
presented in corresponding results Section VII of the article. 
Section VIII of the article summarizes with conclusion. 

II. AURA IMAGES 

The Aura images are nothing but the energy field 
surrounding the human. Every individual is attributed with a 
specific Aura. The Aura images exhibit different colors in 
tandem with the colors of VIBGYOR, where each color is 
related to the chakras of the human body. The violet color in 
the colors of VIBGYOR indicates crown chakra, indigo 
specifies the third eye chakra, blue indicates throat chakra, 
green indicates the heart chakra, yellow color indicates the 
solar plexus, orange color indicates the sacral chakra and red 
indicates the base chakra. Each of the colors corresponding to 
the chakras are linked with an organ in the human body and 
they exhibit the behavior of the individual. The red color 
indicates the anxiety levels and the orange color represents the 
structure of the kidney or reproductive organ, yellow is 
subjected to the spleen, the working condition of lungs can be 
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identified by the green color, throat and thyroid are reflected by 
the blue color, the nervous system problem can be identified by 
the violet and indigo color is subjected to the problem related 
to lungs. The main advantage of the Aura images is that, if the 
intensity around each chakra is identified, the specific disease 
which is likely to appear can be known in prior by the higher 
intensity depicted in these colors [20, 21]. 

III. BIO-WELL DATASET 

Bio-Well dataset records a large number of human aura 
images that are captured using a device called Gas Discharge 
Visualization (GDV), which is based entirely on Electro 
photonic imaging (EPI). These images are used for imaging 
analysis to identify many of the physical problems associated 
with the person. The GDV device captures the electronic cloud 
on the finger, those electronic images or finger images are 
transmitted to the GDV device for image processing. The 
images obtained from GDV are processed. The Bio-Well 
database includes aura images associated with the fingers, full 
aura images of the body plus aura images associated with the 
chakras of the human body. Bio-Well image provides a person 
with a wide range of seals and observations about strength and 
endurance for the whole body, energy centers, organs and 
systems. Bio-Well is used by hundreds of physicians, clinicians 
and researchers around the world. 

IV. PARTICLE SWARM OPTIMIZATION ALGORITHM (PSO) 

PSO is metaheuristic, populace is primarily based totally on 
stochastic seek set of rules stimulated with the aid of using 
social conduct of birds flocking at the same time while trying 
to find the food. Here every particle represents bird and they 
are able to fly in unique route and every particle has speed and 
position and swarm represents group of birds or populace. The 
idea of food searching behavior of birds is used to 
mathematically model the algorithm. This algorithm is used to 
solve the optimization problem and PSO seeks for maximum 
cost with the aid of using the iterations. 

Suppose group of birds are randomly flying and attempting 
to find the food in a place (search area), social behavior of the 
birds is moving in the direction of a crowd. Assume that there 
is only one piece of food in a place being searched and all of 
the birds do not know the position of the food however they 
know how far they're in each iteration. 

The search procedure used are 

• Follow the bird that's nearest to the food. 

• Birds do not know the best position. 

• If any member can locate the appropriate path, rest of 
the members will comply with quickly. Starting with 
the randomly initialized populace and moving in 
randomly initialized directions, every particle is going 
through the search area and remembers the best 
preceding positions of itself and its neighbors. That is 
every particle seeks for maximum value through 
updating the iterations. In every iteration each particle 
is updated following the two best values, .i.e. pbest 
(best particle position) and gbest (group best particle 
position). 

A. Mathematical Model 

In PSO every particle is taken into consideration to be 
solution and every particle has its speed, position and fitness 
values. In swarm every particle remembers its position called 
particle_bestFitness_value(pbest), particle_bestFitness_positio 
n. A record of global_bestFitness_position(gbest) and global 
_bestFitness_value is maintained. Position and velocity is 
calculated using (1) and (2)  

xit+1 = xit + vit              (1) 

in which 𝑥𝑖𝑡  is the previous position of the particle, 𝑣𝑖𝑡  is 

particle velocity and 𝑥𝑖𝑡+1 is current position. 

vk=1t = wvki + c1r1(xBestit − xit) + c2r2(gBestit − xit)        (2) 

here w is inertia weight, c1, c2 is positive constants, r1,r2 is 
random values within the range[0,1]. 𝑥𝐵𝑒𝑠𝑡𝑖𝑡 is best particle position and 𝑔𝐵𝑒𝑠𝑡𝑖𝑡 is global best. 

Calculate the fitness value of every particle using the 
objective function and pick out the best fitness value as gbest. 

Algorithm 

1. Initialize parameter and population 

2. Calculate fitness value (optimum) for every 
particle. If the fitness value is the higher than best 
fitness value (pbest) then set new value as global 
best (gbest). Choose the particle with high-quality 
fitness value as gbest.  

3. For every particle calculate speed and position. 
Calculate fitness value and locate gbest.  

4. Repeat this method till circumstance met.  

5. Replace counter t=t+1 
6. Output is gbest(global best) and x_i(position) 

V. BIVARIATE GAUSSIAN MIXTURE MODEL (BGMM) 

The image segmentation is the primary factor for image 
analysis and retrieval. Various colors are proposed for different 
image processing scenario. For various image processing 
scenarios, different colour models are suggested. Through the 
use of hue and saturation in a bivariate Gaussian mixture 
model (BGMM), human perception of a picture can be 
described in HIS (hue saturation intensity) colour space. The 
image is regarded as a finite mixture of BGMM for the purpose 
of image segmentation, with the feature vector of each image 
region having a bivariate Gaussian distribution. Through the 
use of a bivariate frequency surface and the K-means algorithm, 
the number of components in the mixture are determined. The 
model parameters are calculated by deriving the revised 
equations of the model parameters for the EM-algorithm. The 
segmentation is carried through maximizing the component 
likelihood. It is common to assume that the feature vector of 
the image follows a bivariate Normal (Gaussian) distribution 
when modelling the bivariate features of the image. The 
Probability density function of the BGMM is given by. 

f(x1, x2) =

 
12πσ1σ2(�1−p2)

e
−� 12�1− ρ2���x1−μ1σ1 �2−2ρ�x1−μ1σ1 ��x2−μ2σ2 �+ �x2−μ2σ2 �2��

        (3) 
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where µ 1, µ 2 are any real numbers. 

σ1> 0, σ2 > 0; -1 <= ρ<=1    

in which µ1, σ1 are the mean and variance of the image 
with 1st features and µ2, σ2 are the mean and variance of the 
image with the 2d features, ρ is referred to as the shape 
parameter. 

If 𝜌 = 0 this implies correlation (x, y) = 0. i.e. 

f(x1, x2) =  
12πσ1σ2(�1−p2)

e

−⎣⎢⎢
⎡��x1−μ1σ1 �2+ �x2−μ2σ2 �2�2 ⎦⎥⎥

⎤
          (4) 

 = f(x1)(x2)              (5) 

x and y are normal variables. 

Equations for first feature is 

𝜎1 =  
𝐾1 ± �𝐾12−4𝐾22              (6) 𝑤ℎ𝑒𝑟𝑒 𝐾1 =  �2𝑒(𝑥1−𝜇1)(𝑥2−𝜇2)𝜎2 � � −12(1− 𝜌2)

�            (7) 𝑎𝑛𝑑 𝐾2= 2 (𝑥1−𝜇1)2
(1− 𝜌2)

              (8) 

Equation for second feature is 

σ2 =  
−K3 ± �K32−4K42              (9) 

where K3 =  
12(1− ρ2)

2e (x1−μ1)(x2−μ2)σ1           (10) 

𝑎𝑛𝑑 𝐾4 =
− (𝑥2 − 𝜇2)2

(1 −  𝜌2)
 

VI. METHODOLOGY 

The analysis of the disease based on the Aura images is 
done using the BGMM classifier by adopting the following 
steps. 

Step 1: Morphological processing 

The first step in the identification of the disease is to 
acquire the image and process the image. In order to have a 
precise enhancement it is customary to process the image by 
the integration of morphological technique together with 
segmentation so as to acquire the inherent outer Auras 
effectively [22]. The input image is converted to binary image 
and using the technique of morphology such as erosion and 
dilation the input image is processed. This process enhances 
the quality of the image and in order to further enhance the 
quality of the image technique like closing, Hit and Miss are 
used for effective smoothing and filling the holes inside the 
images. These processed images are considered for 
segmentation. 

Step 2: Segmentation 

In this process the images are clustered into groups such 
that the homogeneous pixels are together in a specific group 
based on a criterion obtained using the color intensity. 

These intensities of pixels are given as input to the BGMM 
so that high intensity regions can be identified. These regions 
with high intensity attribute to the deformity. 

Step 3: Feature extraction 

The methodology carried out in two phases training and 
testing which is shown in Fig. 1. Each aura image of individual 
extracted and the high intensity levels identified from the 
BGMM are used to recognize the disease. 

 

Fig. 1. Model of the Proposed Methodology. 

VII. RESULT AND DISCUSSION 

In order to present the results, the Aura images are 
classified based on the intensity levels. Different techniques 
such as ANN, MSVM and PSO with BGMM are considered 
for undergoing the comparative study and the various images 
considered are presented in Fig. 2-11. Fig. 2 shows the 
depleted energy distribution around neck, abdomen, leg and 
back. Fig. 3 indicates the energy holes in various regions due to 
pressure. Fig. 4 shows health issues in head, heart and 
abdomen region. Disease regions are indicated with breakage 
in the images region indicates the health problems in throat, 
heart, stomach and leg area due to hyper tension is shown in 
the Fig. 5. The aura image which was taken before meditation 
is given in Fig. 6. The different aura images based on the 
chakras is given in Fig. 7 to 11. The Fig. 7 shows the high 
energy levels in the heart and head regions. The problem in 
digestive system is observed in the Fig. 8. Health issues in the 
various organs shown in the Fig. 9. The Fig. 10 shows 
imbalanced energy level in root, solar plexus and throat 
chakras. Fig. 11 shows the high energy level in the root, sacral 
and throat chakras indicates health issues in related organs. 

All the aura images are obtained from biowell data set. 
These images are captured using Kirlian based device called 
Gas discharge visualization (GDV). 

 

Fig. 2. Energy Depletion in Leg, Abdomen, Back and Head. 
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Fig. 3. Energy Holes in Various Organs. 

 

Fig. 4. Energy Depletion in the Region of Head, Heart and Abdomen. 

 

Fig. 5. Energy Holes in the Region of Throat, Heart, Stomach and Leg Area. 

  

Fig. 6. Diseased Aura Image in Various Organs. 

 

Fig. 7. Health Issues in Heart and Head (Migraine). 

 

Fig. 8. Health Issues in Throat and Digestive System. 

 

Fig. 9. Health Issues in Pineal Gland, Nervous System, Heart and Kidney. 

 

Fig. 10. Health Issues in Addrenal Gland, Solar Plexus , Throat and Brain. 

 

Fig. 11. Problems in Throat, Urogenital System and Spinal Cord. 

The comparative analysis is carried out using technique 
based on ANN, MSVM technique and the proposed model 
based on PSO. The organs considered for the identification of 
the disease are nervous system, thorax, thyroid, abdomen and 
throat. The results obtained are depicted in the Table I. The 
result shows that proposed method has greater accuracy when 
compared to the existing model. 

TABLE I. COMPARATIVE STUDY OF PROPOSED METHOD WITH OTHER 

METHODS 

Organs 

having 

Proble

m 

No. of 

sampl

es 

Train

ed 

No. of 

sampl

es 

tested 

No. of 

samples 

recogniz

ed with 

ANN 

No. of 

samples 

recogniz

ed with 

MSVM 

No. of 

samples 

recogniz

ed with 

Propose

d model 

Accura

cy (%) 

Nervou
s 
system 

5 43 24 29 39 90% 

Thorax 6 55 30 39 47 86% 

Thyroi
d 

7 34 12 19 29 87% 

Abdom
en 

5 65 34 39 59 91% 

Throat 7 39 21 29 32 83% 
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From the table it is observed that the proper methodology 
based on PSO helps to identify the diseases in advance 
compared to the other methods. 

VIII. CONCLUSION 

Aura images have a capability of disease identification. 
These images can be considered for the identification of the 
disease with respect to a specific organ. Both testing and 
training phases are carried out where the test image is 
identified based on the intensity whether it is prone to disease 
or not. A new methodology is considered for feature extraction 
based on BGMM together with PSO. The Bivariate feature H 
and S are given as input to the model, derived primarily based 
on Bivariate Gaussian distribution. It helps to identify the color 
intensities and thereby helps in identifying the high intensity 
levels resembling the disease. The comparative analysis carried 
out shows the proposed method helps in effective recognition 
of the diseases well in advance when compared to other state-
of-art methods. 
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